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# Abstrak

 Kemajuan teknologi mengakibatkan mudahnya informasi untuk diakses oleh kalangan publik. Tetapi ada banyak ancaman termasuk malware, peretas yang dapat menyebabkan kerusakan serius jika tidak ditangani dengan benar. Untuk mengatasi masalah ini Intrution Detection System atau IDS diimplementasikan. Intrusion Detection System dapat memberi tahu sistem komputer apabila terjadi serangan pada jaringan tersebut. Tetapi karena banyaknya fitur yang ada pada *traffic* jaringan, untuk mendeteksi apakah data tersebut serangan atau tidak membutuhkan banyak waktu. Salah satu cara untuk melakukan optimasi adalah dengan seleksi fitur. Dengan menghapus fitur yang tidak diinginkan, performa secara keseluruhan dapat ditingkatkan sekaligus mengurangi waktu komputasi. Pada penelitian ini diusulkan seleksi fitur baru menggunakan uji ANOVA-f dan Sequential Feature Selection (SFS). Dengan menggunakan uji ANOVA-f kita akan mendapatkan jumlah fitur yang optimal, dan kita akan menentukan fitur terbaik yang dipilih menggunakan SFS. Hasil percobaan akan diukur dengan menggunakan metrik evaluasi seperti akurasi, spesifisitas, dan sensitivitas pada beberapa dataset.
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# Abstract

 The advancement of technology has made resource sharing easier using the internet. But there are a lot of threat including malware, hackers that can lead to a serious damage if not handled properly. To addres this problem Intrution Detection System or IDS is implemented. Intrusion Detection System help computer system notify when there is an attack on a network. But because of the number of features that is present on a network capture data classifying the data takes a lot of time. One of the ways to optimize is by feature selection. By removing unwanted features, the overall performance can be increase while decreasing computational time. In this research we proposed a new feature selection using ANOVA-f test and Sequential Feature Selection (SFS). By using ANOVA-f test we will get the optimal number of features, and we will determine the best feature selected using SFS. The result will be evaluated using evaluating metric such as accuracy, specificity, and sensitivity over several dataset.
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# BAB IPENDAHULUAN

Pada bab ini dibahas mengenai latar belakang, rumusan masalah, batasan masalah, tujuan, manfaat, metodologi, dan sistematika laporan tugas akhir. Diharapkan dari penjelasan dalam bab ini gambaran tugas akhir secara umum dapat dipahami.

## Latar Belakang

Perkembangan teknologi dan informasi memungkinkan pertukaran informasi dapat dilakukan dengan mudah. Oleh karena itu keamanan jaringan adalah faktor yang penting untuk menjaga informasi tersebut tidak diganggu oleh pihak yang tidak berwenang. Sehingga dibutuhkan cara untuk mendeteksi penyerangan tersebut. Salah satu cara untuk melakukan pendeteksian ancaman yang datang tersebut ada menggunakan Sistem Deteksi Intrusi.

IDS atau Intrusion Detection System adalah metode untuk mengetahui apabila terdapat aktifitas yang mencurigakan pada suatu jaringan. IDS bekerja dengan menganalisis paket yang masuk dan keluar pada jaringan tersebut. Apabila terdeteksi suatu anomali, maka akan diberikan peringatan kepada administrator. Tetapi data yang di proses oleh IDS sendiri memiliki banyak fitur, sehingga terdapat fitur yang redundan yang akan mempengaruhi performa klasifikasi. Dan untuk melakukan akan membutuhkan waktu yang lama.

Pada Tugas Akhir ini diusulkan untuk implementasi Feature Selection menggunakan ANOVA (*Analysis of Variance*) dan SFS (*Sequental Feature Selection*) untuk meningkatkan akurasi dari klasifikasi IDS. Hasil akhir yang diharapkan adalah meningkatnya akurasi klasifikasi menggunakan Decision Tree Classifier.

## Rumusan Permasalahan

Berikut beberapa hal yang menjadi rumusan masalah dalam Tugas Akhir ini:

1. Bagaimana implementasi metode seleksi fitur pada dataset IDS ?
2. Bagaimana pengaruh seleksi fitur terhadap performa sistem deteksi intrusi?

## Batasan Masalah

Batasan masalah dalam Tugas Akhir ini adalah sebagai berikut:

1. Dataset yang digunakan adalah NSL-KDD , UNSW\_NB15, dan Kyoto2006.

## Tujuan

Tujuan dari pembuatan tugas akhir ini antara lain :

1. Meningkatkan kualitas klasifikasi dengan mengimplementasikan metode seleksi fitur pada dataset sistem deteksi intrusi.

## Manfaat

Manfaat dari pembuatan tugas akhir ini antara lain :

1. Mengetahui pengaruh seleksi fitur terhadap performa sistem deteksi intrusi pada hasil klasifikasi.

## Metodologi

Tahapan-tahapan yang dilakukan dalam pengerjaan Tugas Akhir ini adalah sebagai berikut.

### Penyusunan Proposal Tugas Akhir

Proposal tugas akhir ini terdiri dari 8 bab. Bab 1 berisi tentang saya sebagai penulis proposal. Bab 2 berisi judul tugas akhir yang sedang diusulkan. Bab 3 yaitu berisi pemdahuluan yang terdiri dari beberapa subbab antara lain latar belakang tugas akhir, rumusan masalah, batasan masalah, tujuan tugas akhir, dan manfaat dari hasil pengerjaan tugas akhir. Bab 4 berisi tinjauan pustaka yaitu data yanag dipakai sebagai referensi pengerjaan tugas akhir. Bab 5 berisi ringkasan tugas akhir yang berisi aturan pengerjaannya. Bab 6 berisi metodologi yang digunakan mulai dari tahap penyusunan proposal hingga penyusunan buku tugas akhir. Kemudian, Bab 7 berisi timeline pengerjaan yang menunjukkan jadwal pengerjaan tugas akhir. Sedangkan Bab 8 berisi daftar pustaka yang dipakai dalam penyususnan proposal.

### Studi Literatur

Pada studi literatur ini akan dipelajari sejumlah referensi yang diperlukan dalam pembuatan sistem yaitu terkait bahasa pemrograman Python, Seleksi Fitur, IDS, ANOVA dan SFS.

### Perancangan Sistem

Pada tahap ini berisi perancangan sistem berdasarkan studi literature dan pembelajaran konsep teknologi dari sistem yang ada. Tahap ini mendefinisikan alur dari implementasi. Serta berisi langkah-langkah yang dikerjakan. Pada tahapan ini dibuat *prototype* sistem, yang merupakan rancangan dasar dari sistem yang akan dibuat. Kemudian dilakukan desain suatu sistem dan desain proses-proses yang ada.

### Implementasi Sistem

Pada tahap ini merupakan tahap membangun rancangan program yang telah dibuat. Pada tahapan ini merealisasikan rancangan yang terdapat pada tahapan sebelumnya, sehingga menjadi sebuah perangkat lunak yang sesuai dengan apa yang telah direncanakan.

### Pengujian dan evaluasi

Pada tahap ini dilakukan uji coba terhadap perangkat lunak yang telah dibuat sesuai dengan desain sistem untuk mengetahui kemampuan aplikasi, mengamati kinerja sistem, serta mengidentifikasi kendala yang mungkin timbul pada aplikasi yang dibuat.

### Penyusunan buku Tugas Akhir

Pada tahapan ini dilakukan penysunan buku yang memuat dokumentasi mengenai pembuatan serta hasil dari implementasi perangkat lunak yang telah dibuat.

## Sistematika Penulisan Laporan Tugas Akhir

Pada tahap ini dilakukan penyusunan paoran tugas akhir yang berisi penjelasan dasar teori dan metode yang digunakan serta berisi hasil implementasi dan pengujian aplikasi perangkat lunak. Berikut sistematika penulisan buku tugas akhir ini secara garis besar :

**Bab I Pendahuluan**

Bab yang berisi mengenai latar belakang, tujuan, dan manfaat dari pembuatan Tugas Akhir. Selain itu permasalahan, batasan masalah, metodologi yang digunakan, dan sistematika penulisan juga merupakan bagian dari bab ini.

**Bab II Tinjauan Pustaka**

Bab ini berisi penjelasan secara detail mengenai dasar teori serta peunjang yang digunakan untuk mendukung pembuatan Tugas Akhir ini.

**Bab III Perancangan Sistem**

Bab ini membahas tentang desain sistem yang disajikan dalam bentuk deskripsi rinci dari tahapan-tahapan proses yang ada dalam sistem.

**Bab IV Implementasi**

Bab ini berisi implementasi dari desain yang telah dibuat pada bab sebelumnya serta penjelasan berupa pseudocode yang digunakan untuk proses implementasi.

**Bab V Uji Coba Dan Evaluasi**

Bab ini menjelaskan kemampuan sistem dengan melakukan pengujian dari sistem yang telah dibuat.

**Bab VI Kesimpulan Dan Saran**

Bab ini menjelaskan kesimpulan dari hasil uji coba yang dilakukan dan saran untuk pengembangan sistem ke depannya.

# BAB IITINJAUAN PUSTAKA

Pada bab ini berisi teori-teori dasar atau penjelasan dari metode dan tools yang digunakan dalam pembuatan tugas akhir. Penjelasan ini bertujuan untuk memberikan gambaran secara garis besar tentang rancangan sistem yang akan dibuat dan sebagai penunjang dalam penelitian yang berkaitan.

## Seleksi Fitur

Seleksi Fitur adalah proses untuk mengurangi jumlah fitur yang digunakan pada saat membentuk model. Pengurangan fitur dilakukan untuk mengurangi waktu komputasi dan juga pada beberapa kasus meningkatkan akurasi.

Seleksi fitur secara statistik dilakukan dengan menghitung dan melakukan evaluasi antara tiap fitur dengan label. Apabila fitur tersebut memiliki nilai yang tinggi terhadap labelnya maka fitur tersebut dapat dikatakan berhubungan dengan label tersebut, sehingga terpilih. Cara ini dapat dilakukan dengan cepat dan efektif, tetapi metode yang digunakan bergantung kepada fitur dan labelnya[1].

Secara umum ada 2 teknik seleksi fitur, yaitu *suprvised* dan *unsupervised.* *Supervised* adalah teknik seleksi fitur dimana label digunakan dalam penentuan apakah fitur tersebut digunakan atau tidak. Pada teknik ini fitur diseleksi berdasarkan pengaruhnya terhadap label. *Unsupervised* adalah teknik dimana label tidak berpengaruh dengan seleksi fitur, melainkan antara satu fitur dan fitur lain. Teknik ini digunakan untuk melakukan seleksi terhadap fitur yang redundan, dengan menghitung korelasinya.

## ANOVA-f Test

ANOVA atau *Analysis of Variance* adalah metode statisik untuk mengambil suatu kesimpulan berdasarkan data atau kelompok statustuk inferentif. Pada seleksi fitur, ANOVA dapat mengevaluasi dan melakukan scoring fitur terhadap keterkaitannya dengan label yang ada. Setiap fitur diberikan skor dan diranking. Perhitungan yang didapat menggunakan ANOVA disebut dengan *f-ratio*. Semakin tinggi ­*f-ratio* tersebut maka semakin terpisah label yang ada[2].

Skor dari tiap fitur dapat dihitung menggunakan rumus berikut:

|  |  |
| --- | --- |
| $$σ\_{cl}^{2}=\frac{∑\left(\overbar{x}\_{i}-\overbar{x}\right)^{2}n\_{i}}{\left(k-l\right)}$$ | (1) |

Rumus pertama adalah menghitung jarak antar kelas. Jarak antar kelas dapat dihitung menggunakan rumus (1), dimana *ni*  adalah jumlah kelas *i* muncul dalam set, $\overbar{x}\_{i}$ adalah rata – rata dari kelas *i*, dan $\overbar{x}$ adalah rata – rata dari fiturnya.

|  |  |
| --- | --- |
| $$σ\_{err}^{2}=\frac{\left(∑∑\left(x\_{ij}-\overbar{x}\right)^{2}\right) - (∑\left(\overbar{x}\_{i}-\overbar{x}\right)^{2}n\_{i})}{\left(k-l\right)}$$ | (2) |

Selanjutnya dihitung jarak didalam kelas. Rumus ini mirip dengan rumus analisis varian. Hasil penjumlahan kuadrat nilai perkelas pada fitur tersebut dikurangi rata – rata fitur tersebut, dikurangi dengan penjumlahan hasil kuadrat rata – rata kelas tersebut dikurangi dengan rata – rata fitur.

|  |  |
| --- | --- |
| $$f ratio=\frac{σ\_{cl}^{2}}{σ\_{err}^{2}}$$ | (3) |

Pada akhirnya kita mendapatkan skor untuk fitur tersebut dengan membagi jarak antara kelas dengan jarak didalam kelas, semakin tinggi skor tersebut maka semakin relevan fitur tersebut terhadap labelnya.

## Sequential Feature Selection

*Sequential Feature Selection* atau SFS adalah seleksi fitur secara iteratif. Metode ini bekerja dengan melakukan inisiasi kosong yang akan diisi oleh fitur terpilih. Pada setiap iterasi, semua fitur dites dan fitur yang memiliki skor tertinggi terhadap modelnya dipilih. Selanjutnya proses ini diulangi untuk selain fitur yang telah dipilih. Setelah fitur dimasukkan kedalam set fitur tersebut tidak dapat dikeluarkan lagi dari setnya[3].

Ada 2 tipe utama SFS, yaitu forward dan backward. Pada metode forward, pertama – tama semua fitur tidak dipilih, dan satu – persatu fitur dites dan dipilih. Proses ini diulang hingga jumlah fitur yang diinginkan didapatkan. Metode yang kedua adalah metode backward. Pada metode ini, pertama – tama semua fitur dimasukkan kedalam set. Setiap iterasi dilakukan pengetesan dan fitur yang memiliki skor rendah atau mengurangi dikeluarkan dari set fitur tersebut.

## OneHotEncoding

Encoding adalah tahap yang dilakukan pada tahap *preprocessing* data pada *machine learning*. Encoding adalah proses merubah data berbentuk kategori menjadi berbentuk angka. Hal ini dilakukan apabila algoritma yang digunakan untuk *machine learning* tidak dapat memproses data dalam bentuk kategori.

Salah satu metode Encoding yang banyak dilakukan untuk data kategori adalah *OneHotEncoding*. Metode ini digunakan apabila data kategori memiliki banyak jenis, sehingga apabila dijadikan angka akan mempengaruhi langsung ke model. Metode ini bekerja dengan merepresentasikan kategori dalam bentuk vektor biner yang bernilai integer 0 dan 1. Semua elemen akan bernilai 0 kecuali satu elemen yang bernilai 1, yaitu kategori data tersebut[4].

## Sklearn

*Sklearn* atau *Scikit-learn* adalah library python yang berfokus kepada *machine learning.* Pada library ini disediakan banyak fungsi yang membantu dalam pembuatan model atau melakukan pemprosesan data, seperti regresi, klasifikasi, *clustering*, dan lainnya[5] .Pada riset ini fungsi yang digunakan pada library ini adalah *SelectPercentile*, *OneHotEncoding*, dan *SequentialFeatureSelection*.

## Python

Python adalah salah satu bahasa pemrograman tinggi yang dapat melakukan eksekusi sejumlah intruksi multiguna secara langsung (interpretatif) dengan metode orientasi objek (Object Oriented Programming) serta menggunakan semantik dinamis untuk memberikan tingkat keterbacaan syntax. Dalam implementasi Tugas Akhir ini, bahasa pemrograman Python yang akan digunakan adalah versi 3.8.0.

## Visual Studio Code

Visual Studio Code (VS Code) adalah sebuah teks editor ringan dan handal yang dibuat oleh Microsoft untuk sistem operasi multiplatform, artinya tersedia juga untuk versi Linux, Mac, dan Windows. Visual Studio Code mendukung bahasa pemrograman JavaScript, Typescript, dan Node.js, serta bahasa pemrograman lainnya dengan bantuan plugin yang dapat dipasang via marketplace Visual Studio Code salah satu nya adalah Python. Dalam implementasi Tugas Akhir ini akan menggunakan aplikasi Visual Studio Code dengan Python sebagai *Project Interpreter.*

# BAB IIIPERANCANGAN SISTEM

Bab ini menjelaskan tentang rancangan sistem yang akan dibuat. Sistem yang akan dibuat meliputi data dan proses. Data yang dimaksud adalah suatu input atau output yang akan diolah dalam untuk dijadikan sebagai pembelajaran maupun pengujian. Sedangkan yang dimaksud proses adalah tahap-tahap yang ada dalam sistem yang akan dibuat.

## Deskripsi Umum

Dalam tugas akhir ini akan dibuat sebuah sistem aplikasi perangkat lunak yang dapat melakukan seleksi fitur dengan menggunakan bahasa pemrograman Python dengan library Sckit. Secara umum proses dari aplikasi ini dibagi menjadi 5 tahapan, yaitu *Preprocessing* Data, Normalisasi Data, ANOVA-f Test Feature Ranking, *Sequential Feature Selection*, dan Pembuatan Model. Setelah semua proses dilakukan akan dilakukan evaluasi menggunakan dataset test.

Tahap pertama adalah *Preprocessing* Data. Pada tahap ini dataset yang digunakan diproses sehingga bisa digunakan pada algoritma yang dipilih. Proses ini bisa juga disebut dengan Langkah awal untuk mengambil semua informasi yang tersedia dengan cara membersihkan, memfilter, dan menggabungkan data – data tersebut. Tahap ini penting dalam membuat model karena tidak semua data dapat dibaca secara baik oleh semua komputer. Langkah selanjutnya adalah Normalisasi Data. Tahapan ini dilakukan skala ulang data agar semua data yang digunakan memiliki skala yang sama. Perbedaan angka yang besar antar fitur akan berdampak kepada performa model.

Tahapan selanjutnya adalah tahapan pertama dari seleksi fitur. Pertama – tama dilakukan perankingan fitur menggunakan ANOVA-f test. Pada tahapan ini, setiap fitur diberikan skor terhadap keterkaitannya dengan label kelasnya. Dari tahapan ini kita akan mendapatkan jumlah fitur yang akan digunakan dalam proses seleksi fitur menggunakan SFS. Tahapan selanjutnya adalah seleksi fitur menggunakan SFS. Pada tahapan fitur yang memiliki dampak besar ke model yang dibuat akan dimasukkan kedalam set fitur terpilih. Setalah fitur yang digunakan sudah di tentukan akan dibuat model menggunakan fitur terpilih. Model tersebut akan dievaluasi menggunakan test data yang ada. Diagram alur dapat dilihat pada **Gambar 3.1.**

**Gambar 3.1** Diagram Alur Proses Seleksi Fitur

## Preprocessing Data

Subab ini berisi tentang proses yang akan dilakukan pada saat preprocessing. Tahap preprocessing dibagi menjadi 2 bagian, proses encoding dan penambahan fitur kategori yang tidak ada pada salah satu train dataset atau test dataset.

### Encoding

**Proses encoding adalah proses merubah data kategori menjadi nominal. Ada banyak metode encoding yang dapat digunakan, tetapi pada riset ini akan digunakan *OneHotEncoding*. Proses *OneHotEncoding* adalah proses merubah data kategori menjadi vektor biner, dimana data kategori tersebut akan di isi oleh nilai 1, sedangkan data yang bukan kategori di isi oleh nilai 0. Proses ini digunakan karena kategori yang ada pada dataset tidak berurutan, sehingga apabila di representasikan menggunakan angka, akan berdampak tidak baik ke pembentukan model. **Gambar 3.2** adalah contoh dari *OneHotEncoding*.

**Gambar 3.2** Implementasi OneHotEncoding

### Penambahan Fitur

Proses penambahan fitur adalah proses untuk menambahkan fitur yang hilang dari salah satu test atau train set. Pada saat melakukan *OneHotEncoding*, jumlah fitur yang ditambahkan sesuai dengan jumlah kategori yang ada pada fitur yang di encode. Hal ini akan menimbulkan masalah ketika dataset test atau train tidak memiliki fitur kategori dengan data yang sama. Oleh karena itu hasil *OneHotEncoding* ditambahkan secara manual ke dataset yang tidak memiliki kateogri tersebut. Fitur yang ditambahkan diberikan nilai 0.

## Normalisasi Data

Fitur yang ada pada dataset training dan testing memiliki skala yang bervariasi antar fiturnya. Apabila terdapat perbedaan skala yang besar antar fitur, makan akan mengurangi performa model, karena fitur yang memiliki skala tinggi akan lebih di prioritaskan. Untuk mengatasi masalah tersebut, dilakukan normalisasi. Selain menaikkan performa sistem, normalisasi juga dapat digunakan untuk mengurangi waktu komputasi karena semua data training memiliki skala yang sama[4].

Pada riset ini digunakan *StandardScaler*. Metode ini digunakan agar setiap fitur pada dataset memiliki rata – rata 0 dan variasi 1. Hasil normalisasi dapat didapatkan menggunakan (1), dimana *z* adalah hasil normalisasi, *x* adalah sampel data, dan *u* adalah rata – rata dari set training, dan *s* adalah standard deviasi dari set training. Dengan menggunakan *StandardScaler* rata – rata akan menjadi 0 dan standard deviasi menjadi 1.

|  |  |
| --- | --- |
| $$z=(x-u)/s$$ | (2) |

## ANOVA-f Test Feature Ranking

Pada tahapan ini di implementasikan ANOVA-f test. Tiap fitur akan dihitung skor nya dan diranking. Pada tahap ini kita akan dapat jumlah fitur yang optimal, akan ada skor batas yang digunakan untuk menentukan apakah jumlah fitur tersebut memenuhi. Untuk implementasi pada tahap ini, akan digunakan fungsi *SelectPercentile* pada sklearn. Fungsi ini memilih fitur sesuai dengan persentasi skor tertinggi. Dari tahapan ini kita mendapatkan jumlah fitur yang akan dibutuhkan. Untuk optimisasi, maka akan dilakukan seleksi fitur dengan range 2 dari jumlah fitur yang dipilih.

## Sequential Feature Selection

SFS adalah seleksi fitur secara iteratif dengan memilih fitur yang memiliki dampak baik kepada model yang akan dibuat. Pada riset ini akan digunakan metode *forward*. Algoritma dari metode *forward* dapat dilihat pada (2), (3), dan (4)[3].

|  |  |
| --- | --- |
| $$x^{+}= arg max J(X\_{k}+x), where x\in Y-X\_{k}$$ | (2) |
| $$X\_{k+1}=X\_{k}+x^{+}$$ | (3) |
| $$k=k+1$$ | (4) |

Proses di inisiasi dengan $X\_{k}$ kosong, yaitu set yang akan diisi oleh fitur yang dipilih, dan *k* sebagai jumlah fitur. Setelah itu semua fitur dites dengan cara memasukkan kedalam subset fitur terpilih satu persatu. Fitur yang memiliki nilai tertinggi akan ditambahkan secara permanen. Proses ini dilakukan hingga nilai *k* ada pada nilai yang sudah di tentukan.

## Pembuatan Model

Pada tahap pembuatan model digunakan *Decision Tree* sebagai klasifier. *Decision Tree* adalah klasifier dimana input di partisi sesuai dengan nilai attributnya[6]. Pada riset ini digunakan algoritma CART seperti yang ada pada riset oleh Ahmad & Akbar [4] dan Nkiama et al [7]. *Decision Tree Classifier* dipilih agar perbandingan dengan metode yang digunakan sebelumnya, terutama metode yang dilakukan oleh riset oleh Ahmad & Akbar [4] dan Nkiama et al [7], hanya membandingkan metode seleksi fiturnya, sehingga dapat dibandingkan secara lansgung tanpa ada faktor pengaruh utama yang lain.

Ada 2 fungsi yang dapat digunakan untuk menghitung kualitas, yaitu Gini dan entropy. Pada riset ini digunakan Gini untuk menghitung split pada datasetnya. Pada rumus (5) dihitung Gini dimana *Pi* adalah probabilitas dari nilai dimasukkan ke subset dari kelas, dan *i* adalah jumlah iterasi. Gini index terkecil dipilih menjadi akar dari *Decision Tree*[4].

|  |  |
| --- | --- |
| $$Gini= \sum\_{i=1}^{C}\left(P\_{i}\right)^{2}$$ | (*5*) |

## Evaluasi

Pada tahap evaluasi model akan dites menggunakan dataset tes. Selain itu akan dilakukan juga *cross-validation* dengan berbagai *fold* untuk melihat kualitas dari model yang dibuat. Untuk dijadikan perbandingan dengan metode yang lain, akan digunakan *10-fold cross-validation* pada metode yang diusulkan dan tanpa seleksi fitur. Angka 10 didapatkan berdasarkan riset yang dilakukan oleh Molinaro et al[8]. Pada riset yang dilakukan, didapatkan bahwa dengan menggunakan parameter 10 pada *cross validation*, menghasilkan hasil yang tidak bias dan tidak juga memiliki variasi yang tinggi. Untuk berbeda dataset jumlah *cross validation* dapat berbeda untuk mendapatkan nilai optimal

# BAB IVIMPLEMENTASI

Pada bab ini akan membahas tentang bagaimana implementasi yang akan dilakukan dari perancangan yang telah dijelaskan pada bab sebelumnya. Implementasi yang dijelaskan berupa *pseudocode* yang dirancang untuk membangun program dengan menggunakan bahasa pemrograman Python.

## Modul Preprocessing

Pada modul ini berisi rancangan dari tiap tahap yang ada pada proses *preprocessing* data. Rancangan di jelaskan berupa *pseudocode* yang dibuat untuk membangun program.

### Fungsi *Encoding*

Pada fungsi ini dilakukan pembacaan dataset. Dataset yang dibaca dilihat apakah memiliki train dan test yang sudah di tentukan. Apabila belum maka test dan train akan di split dari dataset yang ada. Selanjutnya fitur – fitur statis seperti id dan label lain di drop. Selanjutnya dilakukan proses OneHotEncoding. Pertama – tama dari test dan train set dilakukan pengecekan fitur yang bertipe kategori. Setelah itu semua data kategori dimasukkan kedalam set label encoded dengan format **nama\_fitur**\_**nama\_kategori**. Pada tahap ini train dan test dibedakan, karena ada kemungkinan kategori hanya ada pada salah satu dataset. Setelah semua fitur dan value sudah dimasukkan ke dalam array makan dataset akan di populasi dengan data dummy menggunakan *OneHotEncoding* dari *sklearn*. Pada tahap ini dataset sudah berisi dengan fitur dummy hasil *OneHotEncoding*. *Pseudocode* dari fungsi ini bisa dilihat pada ***Pseudocode 4.1*.**

***Pseudocode* 4.1** Encoding Dataset

Encode (nama\_file)

1. // Loading dataset
2. if file\_exsists “path/to/dataset\_test.csv” and “path/to/dataset\_train.csv”
3. traindata = load “path/to/dataset\_train.csv”
4. testdata = load “path/to/ dataset\_test.csv”
5. else
6. traindata, testdata = train\_test\_split()
7. traindata drop static features
8. testdata drop static features
9. // Begin encoding
10. train\_encoded\_features = []
11. test\_encoded \_features = []
12. for x=0 to traindata.features.length
13. if traindata.features[x].type == ‘object’
14. unique\_value = traindata.features[x].unique
15. for y=0 to unqique\_value.length
16. train\_encoded\_features[] = traindata[x].name+’\_’+unique\_value[y].name
17. for x=0 to testdata.features.length
18. if testdata.features[x].type == ‘object’
19. unique\_value = testdata.features[x].unique
20. for y=0 to unqique\_value.length
21. test\_encoded\_features[] = testdata[x].name+’\_’+unique\_value[y].name
22. encoded\_train = OneHotEncoding(traindata, train\_encoded\_features)
23. encoded\_test = OneHotEncoding(testdata, test\_encoded\_features)
24. return encoded\_train, encoded\_test

### Fungsi Penambahan Fitur

Pada tahap ini fitur yang hanya ada pada trainset atau testset disalin dan ditambahkan ke setnya. Fungsi ini berguna agar dimensi dari test dan train data sama. Untuk fitur yang ditambahkan diberikan nilai 0. *Pseudocode* dari fungsi penambahan fitur dapat dilihat pada ***Pseudocode 4.2.***

***Pseudocode* 4.2** Proses Penambahan Fitur

AddMissingFeature (set1, set2)

1. difference\_1 = set2 not in set1
2. difference\_2 = set1 not in set2
3. for x=0 to difference\_1.length
4. set set1\_new[difference\_1.name] = 0
5. for x=0 to difference\_2.length
6. set set2\_new[difference\_2.name] = 0
7. set1.append(set1\_new)
8. set2.append(set2\_new)
9. return set1, set2

## Modul Normalisasi Data

Pada modul ini dilakukan normalisasi dari dataset. Tahapan ini beguna untuk membuat dataset menjadi satu skala. Apabila tahapan ini tidak dilakukan, maka dataset akan memiliki banyak fitur yang memiliki angka yang jauh berbeda, sehingga fitur yang memiliki angka yang berbeda akan lebih disenangi oleh proses learning. Pada tahapan ini diimplementasikan *StandardScaler* dari *skelarn*. Fungsi ini berguna untuk menjadikan rata – rata menjadi 0 dan standard deviasi menjadi 1. Normalisasi berkerja secara terpisah perfitur, sehingga semua rata – rata fitur akan menjadi 0, dan memiliki standard deviasi menjadi 1. *Pseudocode* implementasi fungsi normalisasi dapat dilihat pada ***Pseudocode 4.3****,* sedangkan implementasinya pada library *sklearn* dapat dilihat pada ***Pseudocode 4.4****.*

Pseudocode 4.3 Implementasi Fungsi Normalisasi

Normalize (dataset)

* + - 1. scaler = StandardScaler().fit(dataset)
			2. return scaler.transform(dataset)

***Pseudocode* 4.4** Implementasi StandardScaler Pada Library Skelarn

StandartScaler (dataset)

1. new\_set = []
2. for x=0 to dataset.features.length
3. features\_mean = mean(dataset[x])
4. temp = 0
5. for i to dataset[x].length
6. temp = temp + exp(dataset[x][i] –features\_mean,2)
7. std\_deviation = sqrt(tmp / dataset[x].length)
8. for i to dataset[x].length
9. new\_set[x][i] = ( dataset[x][i] – features\_mean) / std\_deviation
10. return new\_set

## Modul Feature Selection

Pada modul ini berisi fungsi yang merupakan fungsi utama seleksi fitur. Pada modul ini pertama – tama dipilih jumlah fitur yang akan digunakan oleh SFS oleh ANOVA-f test. Setelah di dapat jumlah fiturnya, dilakukan feature selection dengan range 2 dari angka yang terpilih, lalu model dengan akurasi tertinggi akan dipilih menjadi fitur yang terpilih.

### Fungsi ANOVA-f Test Feature Ranking

AnovaRank (dataset,label)

1. selector = SelectPercentile(f\_classif, percentile=10)
2. dataset\_anova = selector.fit\_transform(dataset,label)
3. max\_iterate = dataset\_anova.features.length
4. return dataset\_anova, max\_iterate

***Pseudocode* 4.5** Implementasi ANOVA-f Test Ranking

Pada fungsi ini kita akan melakukan ranking fitur menggunakan ANOVA-f test. Tahapan ini dilakukan menggunakan fungsi dari *skelarn*, yaitu f\_classif. Untuk perankingan akan dilakukan oleh *SelectPercentile*. Implementasi dari fungsi ini dapat dilihat pada ***Pseudocode 4.5***, sedangkan implementasinya pada library *skelarn* dapat dilihat pada ***Pseudocode 4.6***.

***Pseudocode* 4.6** Implementasi f\_*classif* Pada Library *Sklearn*

f\_classif (dataset)

1. n\_class = dataset.label.unique
2. features\_score = []
3. for i=0 to dataset.features
4. sample\_per\_class = 0
5. sum\_per\_class = 0
6. ss\_all = 0
7. for j=0 to dataset[i].length
8. sample\_per\_class[dataset[i][j].label] += 1
9. ss\_all += exp(dataset[i][j],2)
10. sum\_per\_class += dataset[i][j]
11. sample\_all = sum(sample\_per\_class)
12. square\_of\_sum\_all = exp(sum(dataset[i]),2)
13. square\_sum\_per\_class = []
14. for j=0 to sum\_per\_class
15. square\_sum\_per\_class[j] = exp(sum\_per\_class[j],2)
16. sstot = ss\_all – square\_of\_sum\_all / sample\_all
17. ssbc = 0
18. for j=0 to n\_class
19. ssbc += square\_sum\_per\_class[j] / sample\_per\_class[j]
20. ssbc -= square\_of\_sum\_all / sample\_all
21. sswc = sstot – ssbn
22. dfbc = n\_class – 1
23. dfwc = sample\_all – n\_class
24. msb = ssbc / dfbc
25. msw = sswc / dfwc
26. f = msb / msw
27. features\_score[i] = f
28. return features\_score

### Fungsi SFS

Pada fungsi ini dilakukan seleksi fitur menggunakan SFS. Akan dilakukan seleksi fitur menggunakan jumlah yang telah didapatkan dari ANOVA-f ranking. Dalam tahapan ini akan digunakan metode *Sequential Feature Selection* pada library *skelarn*. Estimator yang digunakan pada tahapan ini adalah *Decision Tree*. Implementasi fungsi ini dapat dilihat pada ***Pseudocode 4.7.***

***Pseudocode* 4.7** Implementasi *Sequential Feature Selection*

SFSFeatureSelection (dataset,label,n\_feature)

1. clf = DecisionTreeClassifier()
2. sfs = SequentialFeatureSelection(clf,n\_feature)
3. sfs.fit(dataset, label)
4. return sfs.transform(dataset)

## Modul Pembuatan Model

Pada fungsi ini dilakukan pembentukan model dari fitur yang telah dipilih pada SFS. Model dibentuk menggunakan *Decision Tree Classifier*. ***Pseudocode 4.8.***

***Pseudocode* 4.8** Implementasi Fungsi Pembuatan Model

Classification (dataset,label)

1. clf = DecisionTreeClassifier()
2. clf.fit(dataset,label)
3. return clf

# BAB VUJI COBA DAN EVALUASI

Pada bab ini dilakukan uji coba dan evaluasi sistem yang sudah dibangun sesuai dengan rumusan masalah dan implementasi dari bab sebelumnya. Setelah mendapatkan hasil dari uji coba tersebut akan dilakukan evaluasi sehingga dapat ditarik kesimpulan yang akan dijelaskan pada bab berikutnya.

## Lingkungan Uji Coba

Spesifikasi perangkat keras dan perangkat lunak yang digunakan untuk pengujian ditunjukkan pada **Tabel 5.1.**

**Tabel 5.1** Lingkungan Uji Coba

|  |  |  |
| --- | --- | --- |
| **Perangkat** | **Jenis Perangkat** | **Spesifikasi** |
| Perangkat Keras | Prosesor | Intel® Core™ i7-8750H CPU @ 2.20GHz |
| Memori | 16 Gb |
| Perangkat Lunak | Sistem Operasi | Windows 10 Pro |
| Perangkat Pengembang | Visual Studio Code Version: 1.44.2 |
| Bahasa Pemrograman | Python 3.8.0 64-bit |

## Data Pengujian

Pada subbab ini akan dijelaskan semua data yang akan digunakan untuk pengujian pada Tugas Akhir ini.

### NSL-KDD

NSL-KDD adalah pengembangan dari dataset KDDCup99. Perbedaannya adalah NSL-KDD tidak memiliki data yang redundan, tidak ada data duplikat pada test set, dan jumlah train dan test setnya lebih baik daripada data sebelumnya, dalam artian lebih pas. Problem utama dari dataset KDDCup99 adalah banyaknya data yang redundan, yang menyebabkan algoritma *machine learning* lebih mementingkan data yang lebih sering ada, dibanding dengan data yang jarang yang biasanya lebih berbahaya seperti U2R dan R2L. Selain itu, banyaknya data redundan akan menyebabkan evaluasi menggunakan metode yang lebih memiliki tingkat deteksi lebih baik pada data yang lebih banyak[9].

NSL-KDD menyediakan train set dan test set. Train set memiliki total 126,620 data, dimana 59,277 memiliki label serangan dan 67,343 memiliki label normal. Test set memiliki total 22,850 data, dimana 13,139 memiliki label serangan, dan 9,711 label normal. Dataset ini memiliki 42 fitur, dengan 3 fitur kategori. Fitur kategori dari dataset ini adalah protocol\_type, service, dan flag. Dalam dataset ini terdapat beberapa label untuk mengidentifikasi tipe serangan. Kategori yang ada pada dataset ini adalah DoS (Denial of Service), Use to Root (U2R), Remote to Local (R2L), dan Probe. Detailnya dapat dilihat pada **Tabel 5.2**.

**Tabel 5.2** Jumlah Data Per Kelas Pada Dataset NSL-KDD

|  |  |  |
| --- | --- | --- |
| **Class** | **Train Data** | **Test Data** |
| DoS | 45,927 | 7,460 |
| U2R | 52 | 2,421 |
| R2L | 1,642 | 3,191 |
| Probe | 11,656 | 67 |

### Kyoto2006

Dataset Kyoto2006 adalah dataset berdasarkan traffic asli dari November 2006 hingga Agustus 2009. Versi baru dari dataset berisi data tambahan dari November 2006 hingga Desember 2015. Dataset ini berisi 14 fitur statisik yang berasal dari KDDCup99 dengan tambahan 10 fitur yang dapat digunakan untuk analsis dan evaluasi dari jaringan IDS. Dataset ini diperoleh menggunakan Honeypot, darknet sensor,email server, dan web crawler. Sistem – sistem ini dipasang di 5 jaringan di dalam dan luar Kyoto University. Dalam observasinya, didapatkan total 50,033,015 koneksi normal, 43,043,225 koneksi serangan, dan 425,719 koneksi serangan yang tidak diketahui[9].

Dalam riset ini digunakan data “20151231.txt”. Kyoto2006 dataset tidak memberikan test dan train data secara terpisah. Sehingga dataset dibagi menjadi train dan test data dengan rasio 8:2.Train set memiiki total 247,254 data, dengan 228,851 berlabel serangan dan 18,403 berlabel normal. Sedangkan untuk test data memiliki total 61,814 data. Dengan 57,156 berlabel serangan dan 4,658 berlabel normal.

Dari 24 total fitur pada dataset ini terdapat 6 fitur kategori, yaitu ‘source\_ip\_address’, ‘destination\_ip’, and ‘start\_time’, ‘service’, ‘flag’, ‘ids\_detection’, dan ‘protocol’. Fitur ‘source\_ip\_address’, ‘destination\_ip’, dan ‘start\_time’ akan di drop sebelum dataset di proses, karena penyebaran nilai dari fitur tersebut tidak merata serta memiliki jumlah kategori yang banyak. Apabila fitur tersebut di proses maka akan menyebabkan dimensi fitur yang di encode akan sangat besar, sehingga menyebabkan proses seleksi fitur berjalan lama. Pada dataset ini hanya ada 2 label, yaitu serangan atau tidak.

### UNSW\_NB15

UNSW\_NB15 dataset adalah dataset buatan yang dibentuk menggunakan IXIA PerfectStorm di Cyber Range Lab of UNSW Canberra. Dataset ini adalah campuran dari aktifitas modern yang riil dan aktifitas serangan yang sintesis. Dataset ini memiliki 44 total fitur.

UNSW\_NB15 menyediakan test dan train dataset. Dataset ini memiliki 82,332 train data, dimana 45,332 berlabel serangan dan 37,000 berlabel normal. Test data memiliki total data sebanyak 175,341, dimana 119,341 berlabel serangan, dan 56,000 berlabel normal. Dataset ini memiliki 3 fitur kategori, yaitu ‘proto’, ‘service’, ‘state’.

Pada dataset ini terdapat 2 label yang berbeda. Label pertama adalah label untuk menentukan apakah suatu data tersebut dikelompokkan sebagai serangan atau normal. Label kedua berisi tipe serangan yang tedeteksi. Dalam pengelompokan tipe serangan terdapat 9 kategori serangan, yaitu DoS (Denial of Service), Exploit, Analysis, Backdoor, Fuzzers, Generic, Reiconannce, Shellcode, dan Worm. Detail per kelas dapat dilihat pada **Tabel 5.3.**

**Tabel 5.3** Jumlah Data Per Kelas Pada Dataset UNSW\_NB15

|  |  |  |
| --- | --- | --- |
| **Class** | **Train Data** | **Test Data** |
| Analysis | 677 | 2000 |
| Backdoor | 1746 | 583 |
| DoS | 4089 | 12264 |
| Exploit | 11132 | 33393 |
| Fuzzers | 6062 | 18184 |
| Generic | 40000 | 18871 |
| Reconnaissance | 3496 | 10491 |
| Shellcode | 1133 | 378 |
| Worm | 44 | 130 |

## Skenario Uji Coba dan Evaluasi Pengujian

Skenario uji coba dilakukan untuk menguji kebenaran dari hasil rancangan dan implementasi. Uji coba akan dilakukan berdasarkan skenario yang dibuat. Penentuan skenario untuk uji coba adalah :

Perbandingan performa metode riset pada dataset NSL-KDD

Perbandingan performa metode riset pada dataset Kyoto2006

Perbandingan performa metode riset pada dataset UNSW\_NB15

Dalam evaluasi, ukuran yang dijadikan evaluasi performa adalah akurasi, presisi, dan *recall*. Confusion matrix yang akan digunakan dapat dilihat pada **Gambar 5.1**.

**Gambar 5.1** Confusion Matrix

Untuk menghitung akurasi, sensitivity dan specificity dapat dilihat menggunakan rumus (1), (2) dan (3)

|  |  |
| --- | --- |
| $$Accuracy=\frac{TP+TN}{TP+TN+FP+FN}$$ | (1) |
| $$Sensitivity=\frac{TP}{TP+FN}$$ | (2) |
| $$Specificity=\frac{TN}{TN+FP}$$ | (3) |

Akurasi adalah kedekatan hasil prediksi dari hasil aslinya, sensitivity adalah perbandingan antara serangan yang terdeteksi benar dengan total yang diprediksi sebagai serangan. Specificity adalah perbandingan antara normal yang terdeteksi benar dengan total yang diprediksi sebagai normal.

### Skenario Uji Coba 1

Skenario yang dilakukan pada uji coba 1 adalah melakukan evaluasi performa metode riset dengan dataset NSL-KDD. Pada skenario 1 dilakukan perbandingan dengan metode usulan dari Ahmad & Akbar[4] yang telah melakukan riset dengan dataset yang sama menggunakan metode *Feature Importance* ranking dengan *Recursive Feature Elimination*.

### Evaluasi Uji Coba 1

Berdasarkan hasil pengujian pada skenario didapatkan hasil perbandingan performa secara keseluruhan dari 3 metode, yaitu tanpa seleksi fitur, metode yang diusulkan dari riset ini, dan metode yang di usulkan oleh Ahmad & Akbar[4].

Pertama – tama didapatkan jumlah fitur yang dibutuhkan. Hasil yang didapatkan dari perankingan oleh ANOVA dapat dilihat pada **Tabel 5.4**. Berdasarkan tabel tersebut, kita akan mengambil jumlah fitur yang memiliki skor minimum 10% dari skor tertinggi. Sehingga didapatkan untuk label kelas DoS jumlah fitur yang digunakan adalah 13, untuk kelas Probe 14 fitur, untuk kelas R2L 11 fitur, untuk U2R mengunakan 10 fitur. Pada tahap ini, yang diambil hanya jumlah fiturnya, untuk seleksi fitur sendiri akan dilakukan oleh metode SFS.

**Tabel 5.4** Hasil Ranking ANOVA-f Test Pada NSL-KDD

|  |  |  |  |
| --- | --- | --- | --- |
| **DoS** | **Probe** | **R2L** | **U2R** |
| **Fitur** | **Skor** | **Fitur** | **Skor** | **Fitur** | **Skor** | **Fitur** | **Skor** |
| same\_srv\_rate | 337756,0268 | dst\_host\_same\_src\_port\_rate | 33962,2294 | hot | 8611,64941 | root\_shell | 5799,60077 |
| flag\_SF | 278557,4801 | dst\_host\_diff\_srv\_rate | 33958,3208 | is\_guest\_login | 5663,57717 | service\_ftp\_data | 3518,60807 |
| dst\_host\_srv\_serror\_rate | 189695,2892 | service\_private | 33945,8107 | service\_ftp | 5383,65207 | hot | 2413,42735 |
| flag\_S0 | 189182,3495 | service\_eco\_i | 29408,9402 | service\_ftp\_data | 3923,15127 | service\_telnet | 1566,47899 |
| dst\_host\_serror\_rate | 182514,2015 | logged\_in | 27889,2683 | dst\_host\_same\_src\_port\_rate | 3302,94413 | num\_shells | 1142,65198 |
| srv\_serror\_rate | 182293,0039 | dst\_host\_srv\_count | 27394,8925 | dst\_host\_srv\_count | 2530,45367 | num\_file\_creations | 713,752925 |
| serror\_rate | 181817,8315 | dst\_host\_srv\_rerror\_rate | 23133,2537 | num\_failed\_logins | 1849,54961 | service\_http | 672,539062 |
| dst\_host\_same\_srv\_rate | 154846,4332 | rerror\_rate | 22429,6545 | dst\_host\_srv\_diff\_host\_rate | 1724,41263 | urgent | 601,778864 |
| dst\_host\_srv\_count | 121137,1761 | srv\_rerror\_rate | 22369,0632 | dst\_bytes | 1589,1557 | dst\_host\_count | 599,819287 |
| count | 107308,3508 | protocol\_type\_icmp | 22333,5881 | service\_http | 1273,70295 | dst\_host\_srv\_diff\_host\_rate | 583,174163 |
| logged\_in | 99539,85562 | flag\_SF | 21829,2498 | service\_imap4 | 885,328886 | srv\_diff\_host\_rate | 311,236353 |
| service\_http | 44030,43927 | dst\_host\_rerror\_rate | 20092,7553 | flag\_RSTO | 472,11744 | srv\_count | 210,018596 |
| dst\_host\_count | 37625,41562 | dst\_host\_srv\_diff\_host\_rate | 16730,0105 | src\_bytes | 439,203024 | dst\_host\_srv\_count | 197,313359 |
| service\_private | 30154,15656 | same\_srv\_rate | 8565,2819 | dst\_host\_count | 321,749161 | dst\_host\_same\_src\_port\_rate | 159,888777 |
| srv\_diff\_host\_rate | 8845,90377 | protocol\_type\_tcp | 2879,09148 | protocol\_type\_tcp | 255,109791 | service\_domain\_u | 18,056287 |
| protocol\_type\_udp | 7665,64472 | count | 2844,01664 | protocol\_type\_udp | 225,308564 | logged\_in | 7,650484 |
| service\_domain\_u | 7115,491469 | flag\_REJ | 1702,45889 | logged\_in | 198,120656 | service\_ftp | 7,484249 |
| dst\_host\_srv\_diff\_host\_rate | 5224,417055 | service\_http | 1497,51986 | flag\_SH | 178,301356 | protocol\_type\_tcp | 6,857949 |
| service\_smtp | 4650,510158 | dst\_host\_same\_srv\_rate | 1440,89379 | srv\_count | 174,730761 | num\_failed\_logins | 6,727087 |
| dst\_host\_rerror\_rate | 4489,132819 | flag\_RSTR | 1398,48415 | srv\_diff\_host\_rate | 160,091678 | service\_smtp | 6,059906 |
| dst\_host\_srv\_rerror\_rate | 4213,651114 | diff\_srv\_rate | 1204,98151 | service\_domain\_u | 154,154023 | protocol\_type\_udp | 5,564524 |

Selanjutnya dilakukan seleksi fitur pada tiap label. Karena tiap label memiliki jumlah fitur yang berbeda, akan di bentuk 4 hasil, sehingga akan didapatkan 4 evaluasi serta 4 confusion matrix. Pada saat seleksi fitur, akan dilakukan seleksi fitur dengan range 2 dari fitur yang sudah ditentukan. Fitur yang terpilih dapat dilihat pada **Tabel 5.5**, dimana terdapat sedikit perbedaan jumlah fitur dari yang sudah di seleksi dari ANOVA-f Test.

**Tabel 5.5** Fitur Yang Terpilih Pada Dataset NSL-KDD

|  |  |
| --- | --- |
| **Kelas** | **Fitur Terpilih** |
| DoS | 'src\_bytes', 'dst\_bytes', 'count', 'rerror\_rate', 'srv\_diff\_host\_rate', 'dst\_host\_same\_srv\_rate', 'dst\_host\_serror\_rate', 'dst\_host\_srv\_serror\_rate', 'dst\_host\_rerror\_rate', 'protocol\_type\_icmp', 'service\_domain\_u', 'service\_private' |
| U2R | 'src\_bytes', 'wrong\_fragment', 'root\_shell', 'su\_attempted', 'num\_file\_creations', 'num\_shells', 'num\_access\_files', 'srv\_count', 'serror\_rate', 'dst\_host\_count', 'dst\_host\_serror\_rate', 'service\_ftp\_data', 'service\_smtp' |
| R2L | 'src\_bytes', 'dst\_bytes', 'urgent', 'logged\_in', 'num\_file\_creations', 'num\_shells', 'num\_access\_files', 'srv\_count', 'service\_ftp', 'service\_ftp\_data', 'service\_imap4', 'service\_urp\_i', 'flag\_OTH' |
| Probe | 'duration', 'src\_bytes', 'dst\_bytes', 'land', 'rerror\_rate', 'dst\_host\_same\_srv\_rate', 'dst\_host\_same\_src\_port\_rate', 'dst\_host\_rerror\_rate', 'service\_auth', 'service\_ftp\_data', 'service\_pop\_2', 'service\_private', 'protocol\_type\_icmp' |

Terlihat pada **Tabel 5.5** DoS awalnya menggunakan 13 fitur, tetapi setelah dilakukan seleksi fitur serta klasifikasi didapatkan menggunakan 12 fitur memiliki akurasi tertinggi. Begitu juga dengan kelas Probe, yang menggunakan 13 fitur, U2R yang menggunakan 12 fitur, dan R2L yang menggunakan 13 fitur. Perbandingan jumlah fitur yang digunakan antara metode riset ini dan metode oleh Ahmad & Akbar[4] dapat dilihat pada **Tabel 5.6**. Terdapat beberapa perbedaan, pada DoS metode [4] menggunakan 8 fitur, pada kelas Probe digunakan 6 fitur, pada kelas U2R digunakan 5 fitur dan kelas R2L digunakan 13 fitur.

**Tabel 5.6** Jumlah Fitur Yang Terpilih Pada Dataset NSL-KDD

|  |  |  |
| --- | --- | --- |
| **Kelas** | **Metode riset** | **Ahmad & Akbar**[4] |
| DoS | 12 | 8 |
| Probe | 13 | 6 |
| U2R | 12 | 5 |
| R2L | 13 | 13 |

Perbandingan performa dari metode dapat dilihat pada **Tabel 5.7**. Berdasarkan hasil pengujian metode usulan Ahmad & Akbar [4] menunjukkan kenaikan akurasi, sensitiviy dan specificity. Pada kelas DoS, akurasi yang didapatkan sebesar 88.98% %, sensitivity sebesar 95,68% dan specificity 85,29%. Untuk kelas Probe didapatkan akurasi sebesar 91,18%, sensitivity sebesar 80,25%, dan specificity sebesar 93,65%. Sedangkan pada kelas R2L didapatkan akurasi 81,29%, sensitivity sebesar 99,44%, dan specificity sebesar 80,48%. Dan terakhir pada kelas U2R didapatkan akurasi sebesar 99,42%, sensitiviy sebesar 75,00%, dan specificity sebesar 99,47%.

Sedangkan untuk metode yang diusulkan akurasi yang didapatkan untuk kelas DoS sebesar 84,38%, untuk sensitivity mendapatkan 83,67%, dan specificity sebesar 83,36%. Untuk kelas Probe didapatkan akurasi sebesar 89,96%, sensitivity sebesar 87,25%, dan specificity sebesar 93,63%. Sedangkan untuk kelas R2L didapatkan akurasi sebesar 79,16%, sensitiviy sebesar 56,23%, dan specificity sebesar 96,70%. Dan terakhir pada kelas U2R didapatkan akurasi sebesar 95,45%, sensitivity sebesar 63,41%, dan specificity sebesar 99,97%.

Performa terbaik bisa kita lihat didapatkan pada ANOVA + SFS + 10 CV, jika dibandingkan dengan metode lain. Metode usulan juga belum memiliki performa yang sebaik metode yang ada sebelumnya. Hal ini ini dikarenakan jumlah fitur yang dipilih oleh metode Ahmad & Akbar [4] memiliki jumlah fitur yang lebih akurat dibandingkan dengan metode usulan.

Dari hasil tersebut, terlihat ada beberapa bagian metode yang diusulkan oleh riset [4] memiliki performa lebih baik. Tetapi apabila dibandingkan dengan penggunaan semua fitur, performa metode yang diusulkan pada riset ini lebih baik. Sehingga untuk dataset ini penggunaan metode yang diusulkan akan meningkatkan performa secara keseluruhan. Performa metode yang diusulkan juga dapat dinaikkan apabila dilakukan *tuning* dari modelnya, juga pemilihan jumlah fitur yang lebih efektif. Terlihat pada hasil setelah dilakukan *cross validation* dengan nilai 10. Pada **Tabel 5.8** terlihat *confusion matrix* dari metode riset dengan *cross validation.*

**Tabel 5.8** Confusion Matrix Pada Dataset NSL-KDD

|  |  |
| --- | --- |
|  | Prediksi |
| Normal | DoS |
| Asli | Normal | 9679 | 32 |
| DoS | 21 | 7439 |
|  | Prediksi |
| Normal | Probe |
| Asli | Normal | 9650 | 61 |
| Probe | 63 | 2358 |
|  | Prediksi |
| Normal | R2L |
| Asli | Normal | 9504 | 207 |
| R2L | 126 | 2759 |
|  | Prediksi |
| Normal | U2R |
| Asli | Normal | 9683 | 28 |
| U2R | 20 | 47 |

Pada **Tabel 5.9** terlihat akurasi dengan *cross validation* dengan nilai yang berbeda – beda.

**Tabel 5.7** Perbandingan Performa Pada Dataset NSL-KDD

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Metode** | **Tanpa Seleksi Fitur** | **Tanpa Seleksi Fitur + 10 CV** | **Ahmad & Akbar**[4] | **ANOVA + SFS** |
| **Kelas** | Acc | Spe | Sen | Acc | Spe | Sen | Acc | Spe | Sen | Acc | Spe | Sen |
| DoS | 82,29% | 79,94% | 97,82% | 81,98%  | 89,24% | 98,82% | 88,98%  | 95,68% | 85,29% | 84,38% | 83,67% | 83,36% |
| Probe | 36,52% | 57,40% | 22,65% | 51,28%  | 77,43% | 42,61% | 91,18%  | 80,25% | 93,65% | 89,96% | 87,25% | 93,63% |
| R2L | 78,54% | 53,19% | 99,98% | 80,29%  | 73,12% | 99,98% | 81,29%  | 99,44% | 80,48% | 79,16% | 56,23% | 96,70% |
| U2R | 99,26% | 54,42% | 99,89% | 99,02%  | 60,42% | 99,00% | 99,42%  | 75,00% | 99,47% | 99,45% | 63,41% | 99,97% |

|  |  |
| --- | --- |
| **Metode** | **ANOVA + SFS + 10 CV** |
| **Kelas** | Acc | Spe | Sen |
| DoS | 99,69% | 99,57% | 99,69% |
| Probe | 99,02% | 98,58% | 98,36% |
| R2L | 97,72% | 96,59% | 96,98% |
| U2R | 99,46% | 80,99% | 82,82% |

**Gambar 5.2** Hasil Perbandingan Akurasi Pada Dataset NSL-KDD

**Tabel 5.9** Akurasi Dengan Beragam Nilai Cross Validation Pada NSL-KDD

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **CV** | **DoS** | **Probe** | **R2L** | **U2R** |
| 2 | 99,60% | 98,94% | 97,30% | 99,50% |
| 5 | 99,63% | 99,06% | 97,70% | 99,53% |
| 10 | 99,69% | 99,02% | 97,72% | 99,46% |
| 15 | 99,68% | 99,08% | 97,73% | 99,49% |
| 20 | 99,61% | 99,06% | 97,69% | 99,47% |
| 30 | 99,65% | 99,03% | 97,64% | 99,43% |
| 50 | 99,68% | 99,11% | 97,64% | 99,44% |

### Skenario Uji Coba 2

Skenario yang dilakukan pada uji coba 2 adalah melakukan evaluasi performa metode riset dengan dataset Kyoto2006. Pada skenario 2 dilakukan perbandingan dengan metode usulan dari Ahmad & Aziz[10] yang telah melakukan riset dengan dataset yang sama menggunakan metode *Clustering* dengan CFS-PSO.

### Evaluasi Uji Coba 2

Berdasarkan hasil pengujian pada skenario didapatkan hasil perbandingan performa secara keseluruhan dari 3 metode, yaitu tanpa seleksi fitur, metode yang diusulkan dari riset ini, dan metode yang di usulkan oleh Ahmad & Azis[10].

Jumlah fitur yang digunakan dapat dilihat pada **Tabel 5.10**. Berdasarkan tabel tersebut, kita akan mengambil jumlah fitur yang memiliki skor minimum 10% dari skor tertinggi. Sehingga didapatkan fitur yang digunakan adalah 10 fitur. Pada saat seleksi fitur, akan dilakukan seleksi fitur dengan range 2 dari fitur yang sudah ditentukan. Fitur yang terpilih dapat dilihat pada **Tabel 5.11**.

**Tabel 5.10** Hasil Ranking ANOVA-f Test Pada Kyoto2006

|  |  |
| --- | --- |
| **Fitur** | **Skor** |
| srv\_serror\_rate | 21358,91293 |
| same\_srv\_rate | 15766,33242 |
| count | 7695,290898 |
| dst\_host\_srv\_count | 6862,047748 |
| dst\_host\_srv\_serrir\_rate | 5110,426372 |
| dst\_host\_serror\_rate | 2814,23634 |
| ids\_detection\_0 | 2713,506342 |
| dst\_host\_same\_src\_port\_rate | 2624,134833 |
| destination\_port | 2607,799204 |
| serror\_rate | 2598,867503 |
| src\_bytes | 1467,051178 |
| source\_port\_number | 1360,007641 |
| protocol\_tcp | 871,232595 |
| dst\_bytes | 733,978613 |
| service\_other | 638,670394 |
| flag\_S0 | 550,124138 |
| flag\_SF | 381,480127 |
| protocol\_udp | 320,083641 |
| duration | 249,304434 |
| service\_dns | 212,177665 |

**Tabel 5.11** Fitur Yang Terpilih Pada Dataset Kyoto2006

|  |  |
| --- | --- |
| **Kelas** | **Fitur Terpilih** |
| Attack | 'src\_bytes', 'dst\_bytes', 'dst\_host\_count', 'dst\_host\_same\_src\_port\_rate', 'dst\_host\_serror\_rate', 'dst\_host\_srv\_serrir\_rate', 'destination\_port', 'ids\_detection\_1917-1-15(1)', 'ids\_detection\_19559-1-6(1),6-128-2(2)', 'ids\_detection\_6-128-2(1)' |

Pada **Tabel 5.12** terlihat ada sedikit perbedaan fitur yang terpilih untuk dataset Kyoto2006. Pada metode yang diusulkan pada riset ini menggunakan 10 fitur yang terpilih. Sedangkan pada metode yang telah dilakukan oleh Ahmad & Aziz [10] digunakan 9 fitur. Perbedaan dari fitur yang dipilih dapat dilihat pada **Tabel 5.13**. Terlihat pada perbandingan tersebut ada beberapa fitur yang terpilih oleh kedua metode, yaitu dst\_bytes, src\_bytes, dan destination\_port. Karena metode yang diusulkan pada riset ini menggunakan *OneHotEncoding*, maka fitur yang terpilih berbeda. Ada 3 fitur yang terpilih yang merupakan hasil encoding, yaitu ids\_detection\_1917-1-15(1), ids\_detection\_19559-1-6(1),6-128-2(2), dan ids\_detection\_6-128-2(1).

**Tabel 5.12** Perbandingan Jumlah Fitur Terpilih Untuk Kyoto2006

|  |  |
| --- | --- |
| **Metode riset** | **Ahmad & Aziz**[10] |
| 10 | 9 |

**Tabel 5.13** Fitur Yang Terpilih Pada Dataset Kyoto2006

|  |  |
| --- | --- |
| **Metode riset** | **Ahmad & Aziz**[10] |
| 'src\_bytes', 'dst\_bytes', 'dst\_host\_count', 'dst\_host\_same\_src\_port\_rate', 'dst\_host\_serror\_rate', 'dst\_host\_srv\_serrir\_rate', 'destination\_port', 'ids\_detection\_1917-1-15(1)', 'ids\_detection\_19559-1-6(1),6-128-2(2)', 'ids\_detection\_6-128-2(1)' | ‘service’,’dst\_bytes’,’same\_srv\_rate’,’dst\_host\_srv\_count’, 'destination\_port',’src\_bytes’,’count’,’dst\_host\_count’,’flag’ |

Perbandingan performa dari metode dapat dilihat pada **Tabel 5.14** Metode yang diusulkan oleh Ahmad & Azis[10] memiliki 3 classifier yang berbeda, yaitu SVM, Naive Bayes, dan J48. Sebagai pembanding pada riset ini yang digunakan adalah J48, karena klasifikasi J48 memiliki performa tertinggi dibanding yang lainnya. Akurasi yang didapatkan adalah 99.842%, sensitivity yang didapatkan adalah 99.8%, dan specificity yang didapatkan adalah 93.6%. Pada metode yang diusulkan pada riset ini didapatkan akurasi sebesar 97,42%, sensitivity sebesar 76,64%, dan specificity sebesar 77,20%.

Untuk dataset ini metode yang digunakan oleh Ahmad & Azis[10] dengan classifier J48 memiliki performa yang lebih tinggia secara keseluruhan. Hal ini dikarenakan metode yang digunakan dapat memilih fitur langsung berdasarkan performanya dalam menentukan model, sehingga jumlah fitur serta fitur apa saja ditentukan secara sekaligus, dan dibandingkan dengan subset yang lain.

**Tabel 5.14** Perbandingan Performa Pada Dataset Kyoto2006

|  |  |  |  |
| --- | --- | --- | --- |
| **Metode** | **Akurasi** | **Sensitivity** | **Specificity** |
| Tanpa seleksi fitur | 94,42% | 74,98% | 52,10% |
| Tanpa seleksi fitur + 10 CV | 96,22% | 54,18% | 75,11% |
| Ahmad & Azis[10] J48 | 99,842% | 99,8% | 93,6% |
| ANOVA + SFS | 97,42% | 76,64% | 77,20% |
| ANOVA + SFS + 10 CV | 99,68% | 97,16% | 99,86% |

Dari hasil tersebut dapat disimpulkan penggunaan metode fitur seleksi pada dataset Kyoto2006 dapat meningkatkan performa secara keseluruhan. Metode [10] masih memiliki performa yang lebih baik, akan tetapi metode yang diusulkan dapat dikembangkan hingga dapat menaikkan performa secara keseluruhan. Terlihat dari hasil *cross validation* yang mendekati metode yang lain. Sehingga dengan optimisasi metode yang diusulkan dikatakan cukup kompetitif dengan metode yang lain.

**Gambar 5.3** Hasil Perbandingan Akurasi Pada Dataset Kyoto2006

Pada **Tabel 5.15** terlihat *confusion matrix* dari dataset Kyoto2006. *Confusion matrix* yang digunakan ini adalah setelah dilakukan 10-fold *cross validation*.

**Tabel 5.15** Confusion Matrix Pada Dataset Kyoto 2006

|  |  |
| --- | --- |
|  | Prediksi |
| Normal | Attack |
| Asli | Normal | 4526 | 132 |
| Attack | 80 | 57076 |

Pada **Tabel 5.16** terlihat akurasi dengan *cross validation* dengan nilai yang berbeda – beda.

**Tabel 5.16** Akurasi Dengan Beragam Nilai Cross Validation Pada Kyoto2006

|  |  |
| --- | --- |
| **CV** | **Attack** |
| 2 | 99,65% |
| 5 | 99,68% |
| 10 | 99,68% |
| 15 | 99,68% |
| 20 | 99,68% |
| 30 | 99,68% |
| 50 | 99,69% |

### Skenario Uji Coba 3

Skenario yang dilakukan pada uji coba 3 adalah melakukan evaluasi performa metode riset dengan dataset UNSW\_NB15. Pada skenario 3 dilakukan perbandingan dengan metode usulan dari Moustafa & Slay[11] yang telah melakukan riset dengan dataset yang sama menggunakan *central points*.

### Evaluasi Uji Coba 3

Berdasarkan hasil pengujian pada skenario didapatkan hasil perbandingan performa secara keseluruhan dari 3 metode, yaitu tanpa seleksi fitur, metode yang diusulkan dari riset ini, dan metode yang di usulkan oleh Moustafa & Slay[11].

Jumlah fitur yang digunakan dapat dilihat pada **Tabel 5.17**. Berdasarkan tabel tersebut, kita akan mengambil jumlah fitur yang memiliki skor minimum 10% dari skor tertinggi. Sehingga didapatkan fitur yang digunakan adalah 21 fitur. Pada saat seleksi fitur, akan dilakukan seleksi fitur dengan range 2 dari fitur yang sudah ditentukan. Fitur yang terpilih dapat dilihat pada **Tabel 5.18**. Dalam klasifikasi akan dilakukan klasifikasi multiclass dan yang binary.

**Tabel 5.17** Hasil Ranking ANOVA-f Test Pada UNSW\_NB15

|  |  |
| --- | --- |
| **Binary** | **Multiclass** |
| **Fitur** | **Skor** | **Fitur** | **Skor** |
| state\_INT | 33638,27459 | service\_dns | 16698,17071 |
| sttl | 28058,06069 | proto\_udp | 9847,423877 |
| proto\_tcp | 17092,1324 | ct\_dst\_sport\_ltm | 9786,553686 |
| swin | 17079,97143 | state\_INT | 8983,706921 |
| ct\_dst\_sport\_ltm | 15098,98886 | ct\_srv\_dst | 8383,487557 |
| dwin | 12998,04977 | ct\_src\_dport\_ltm | 7804,92818 |
| service\_dns | 12571,32145 | ct\_srv\_src | 7783,964696 |
| ct\_src\_dport\_ltm | 10870,05489 | ct\_dst\_src\_ltm | 6538,278229 |
| rate | 9967,9039 | service\_- | 6433,162748 |
| ct\_state\_ttl | 9295,688951 | ct\_dst\_ltm | 6102,771041 |
| state\_FIN | 9223,18967 | proto\_tcp | 5261,837755 |
| state\_CON | 8526,913378 | swin | 5259,794787 |
| service\_- | 8460,142612 | ct\_src\_ltm | 5010,145828 |
| ct\_srv\_dst | 7727,741776 | sttl | 4580,75186 |
| ct\_srv\_src | 7570,815705 | dwin | 4487,970408 |
| dtcpb | 7160,097631 | state\_FIN | 3790,311055 |
| stcpb | 7081,556347 | dttl | 2840,761597 |
| dload | 7032,806494 | rate | 2399,462021 |
| ct\_dst\_src\_ltm | 7003,143719 | stcpb | 2249,774336 |
| ct\_src\_ltm | 6815,026789 | dtcpb | 2240,150602 |
| proto\_udp | 6021,218003 | proto\_unas | 1680,576598 |
| synack | 1893,616225 | ct\_state\_ttl | 1507,41629 |
| tcprtt | 1864,18 | dmean | 1075,230556 |
| state\_REQ | 1772,092921 | state\_CON | 953,418224 |
| sload | 1297,245433 | dload | 782,297873 |

**Tabel 5.18** Fitur Yang Terpilih Pada Dataset UNSW\_NB15

|  |  |
| --- | --- |
| **Kelas** | **Fitur Terpilih** |
| Binary | 'dur', 'dpkts', 'dbytes', 'sttl', 'dload', 'sloss', 'dtcpb', 'smean', 'dmean', 'trans\_depth', 'ct\_state\_ttl', 'ct\_dst\_src\_ltm', 'state\_ACC', 'state\_RST', 'proto\_arp', 'proto\_ax.25', 'proto\_sctp', 'proto\_udp', 'service\_pop3', 'service\_smtp', 'service\_dhcp' |
| Multiclass | 'dpkts', 'sbytes', 'dbytes', 'sttl', 'sloss', 'dloss', 'smean', 'dmean', 'ct\_src\_dport\_ltm', 'is\_sm\_ips\_ports', 'proto\_ddp', 'proto\_iplt', 'proto\_ipv6', 'proto\_tcp', 'proto\_udp', 'service\_-', 'service\_http', 'service\_ssl', 'state\_FIN', 'state\_INT', 'service\_dhcp', |

Pada **Tabel 5.19** terlihat ada perbedaan besar untuk jumlah fitur yang terpilih. Ini dikarenakan banyaknya kategori dan jenis kategori pada dataset UNSW\_NB15, tidak seperti dataset yang lainnya. Sehingga saat dilakukan *OneHotEncoding*, hasil encoding memiliki banyak fitur. Hal ini akan berpengaruh kepada performa yang akan dijelaskan pada bagian berikutnya.

**Tabel 5.19** Perbandingan Jumlah Fitur Terpilih Untuk UNSW\_NB15

|  |  |
| --- | --- |
| **Metode riset** | **Moustafa & Slay**[11] |
| 21 | 11 |

Perbandingan performa dari metode dapat dilihat pada **Tabel 5.20** Metode yang diusulkan oleh Moustafa & Slay[11] memiliki 3 classifier yang berbeda, yaitu *Expectation-Maximisation clustering* (EM), *Logistic Regression*(LR) dan *Naive Bayes*(NB). Untuk perbandingan akan digunakan LR sebagai tolak ukur pembanding. Riset yang dilakukan oleh Moustafa & Slay[11] juga tidak mencantumkan sensitiviy dan specificity, sehingga yang akan jadi pembanding hanyalah akurasi. Selain itu label yang digunakan hanyalah binary label, maka akan dibandingkan hanya kelas attack atau tidak. Akurasi yang didapatkan oleh metode [11]adalah 83,00 %. Sedangkan akurasi yang didapatkan oleh metode yang diusulkan pada riset ini adalah 70,63%.

 Untuk dataset ini, metode usulan dengan 20*-fold cross validation* memiliki performa yang tertinggi. Metode yang diusulkan oleh Moustafa & Slay[11] dengan classifier *Linear Regression* memiliki akurasi lebih tinggi dibandingkan dengan metode usulan biasa. Hal ini dikarenakan proses seleksi fitur nya tidak menggunakan *OneHotEncoding,* melainkan *Label Encoding* saja. Oleh karena itu, banyaknya fitur kategori tidak menambah dimensi dari datasetnya. Metode ini kurang baik di implementasikan pada metode usulan karena kategori yang memiliki nilai label lebih tinggi akan lebih dipilih dibanding dengan kategori dengan nilai label yang rendah.

**Tabel 5.20** Perbandingan Performa Pada UNSW\_NB15

|  |  |  |  |
| --- | --- | --- | --- |
| **Metode** | **Akurasi** | **Sensitivity** | **Specificity** |
| Tanpa seleksi fitur | 66,90% | 71,81% | 85,39% |
| Tanpa seleksi fitur + 20 CV | 78,51% | 67,30% | 86,41% |
| Moustafa & Slay[11] LR | 83,00 % | - | - |
| ANOVA + SFS | 70,63% | 81,31% | 95,31% |
| ANOVA + SFS + 20 CV | 86,80% | 90,33% | 90,24% |

**Gambar 5.4** Hasil Perbandingan Akurasi Pada Dataset UNSW\_NB15

Dari evaluasi performa pada dataset UNSW\_NB15 dapat dilihat bahwa penggunaan metode seleksi fitur yang diusulkan dapat meningkatkan performa. Metode lain yang pernah diusulkan pada dataset ini memiliki akurasi yang lebih tinggi, akan tetapi metode yang diusulkan pada riset ini cukup kompetitif untuk dikembangkan. Salah satu alasan rendahnnya akurasi untuk metode ini adalah sedikitnya data train yang diberikan, jika dibandingkan dengan dataset yang lain. Akan tetapi jika dibandingkan dengan tidak menggunakan seleksi fitur maka dapat dikatakan menggunakan metode yang diusulkan dapat menaikkan performa secara keseluruhan.

Pada **Tabel 5.21** terlihat *confusion matrix* dari dataset Kyoto2006. *Confusion matrix* yang digunakan ini adalah setelah dilakukan 20-fold *cross validation*.

**Tabel 5.21** Confusion Matrix Pada Dataset UNSW\_NB15

|  |  |
| --- | --- |
|  | Prediksi |
| Normal | Binary |
| Asli | Normal | 50589 | 5411 |
| Binary | 11705 | 107636 |

Pada **Tabel 5.22** terlihat akurasi dengan *cross validation* dengan nilai yang berbeda – beda. Terlihat kualitas model yang dibuat tidak begitu bagus. Diperlukan proses data lebih dan adjustment parameter agar model yang dihasilkan lebih baik.

**Tabel 5.22** Akurasi Dengan Beragam Nilai Cross Validation Pada UNSW\_NB15

|  |  |  |
| --- | --- | --- |
| **CV** | **Binary** | **Multiclass** |
| 2 | 55,71% | 86,22% |
| 5 | 57,60% | 86,52% |
| 10 | 70,63% | 86,61% |
| 15 | 82,26% | 86,62% |
| 20 | 86,80% | 86,64% |
| 30 | 88,74% | 86,70% |
| 50 | 90,23% | 86,70% |

# BAB VIKESIMPULAN DAN SARAN

Pada bab ini akan dibahas mengenai kesimpulan yang dapat diambil dari tujuan pembangunan perangkat lunak dengan hasil uji coba yang telah dilakukan. Hasil uji coba ini digunakan untuk menjawab rumusan masalah yang telah dikemukakan. Selain itu juga ada saran yang bertujuan untuk memberikan tanggapan apabila ada pengembangan dari sistem ini lebih lanjut.

## Kesimpulan

Kesimpulan yang dapat diambil dari hasil uji coba yang telah dilakukan pada bab sebelumnya adalah sebagai berikut:

Implementasi seleksi fitur yang digunakan adalah gabungan dengan ANOVA-f Test dengan SFS. Dengan mendapatkan angka fitur yang optimal menggunakan ANOVA-f Test, maka proses SFS akan berjalan lebih cepat.

Berdasarkan uji coba yang dilakukan, didapatkan kesimpulan bahwa dengan menggunakan seleksi fitur pada sistem deteksi intrusi akan meningkatkan performa dalam mendeteksi apakah suatu data termasuk serangan atau tidak.

Metode usulan dapat berjalan lebih baik jika dibandingkan dengan melakukan klasifikasi tanpa seleksi fitur. Akan tetapi jika dibandingkan dengan metode yang sudah pernah di usulkan sebelumnya, metode usulan belum bisa melewati tingkat akurasi yang ada.

Walaupun performa metode usulan secara keseluruhan sedikit dibawah metode yang sudah diusulkan sebelumnya, metode usulan memiliki akurasi yang kompetitif, sehingga masih dapat dikembangkan.

## Saran

Saran yang diberikan dari hasil uji coba dan evaluasi yang telah dilakukan untuk pengembangan sistem selanjutnya adalah sebagai berikut:

Adanya metode untuk menentukan jumlah fitur secara otomatis dengan cara mengembangkan penentuan *treshold* dinamis agar bisa didapatkan jumlah fitur lebih baik.

Adanya metode untuk mengatasi fitur kategori lebih baik, baik dengan menentukan distribusi kategori atau dengan mengimplementasikan metode encoding yang lain.

Dilakukannya penyesuaian model agar bisa mendapat performa lebih baik.
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